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Three dimensional (3-D) imaging and display have been subjects
of much research due to their diverse benefits and applications.
However, due to the necessity to capture, record, process, and dis-
play an enormous amount of optical data for producing high-quality
3-D images, the developed 3-D imaging techniques were forced to
compromise their performances (e.g., gave up the continuous par-
allax, restricting to a fixed viewing point) or to use special devices
and technology (such as coherent illuminations, special spectacles)
which is inconvenient for most practical implementation. Today’s
rapid progress of digital capture and display technology opened the
possibility to proceed toward noncompromising, easy-to-use 3-D
imaging techniques. This technology progress prompted the revival
of the integral imaging (II) technique based on a technique proposed
almost one century ago. II is a type of multiview 3-D imaging system
that uses an array of diffractive or refractive elements to capture
the 3-D optical data. It has attracted great attention recently, since
it produces autostereoscopic images without special illumination
requirements. However, with a conventional II system it is not
possible to produce 3-D images that have both high resolution,
large depth-of-field, and large viewing angle. This paper provides
an overview of the approaches and techniques developed during the
last decade to overcome these limitations. By combining these tech-
niques with upcoming technology it is to be expected that II-based
3-D imaging systems will reach practical applicability in various
fields.

Keywords—Computer-generated integral imaging (CGII), com-
putational integral imaging (CII), integral imaging (II), three-
dimensional (3-D) imaging.

I. INTRODUCTION

Three dimensional (3-D) imaging and visualization
techniques have been the subject of research for many
years. It was in 1828 when Sir Wheatstone introduced a
stereoscopic viewing device known as the “mirror stereo-
scope” [1]. Because photography was unknown at the time,
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drawings were used. Since then, technology has advanced
and numerous 3-D imaging techniques were developed,
each having its advantages and disadvantages. Among 3-D
imaging techniques, an integral imaging (II) system is a
promising technology because: 1) it produces autostereo-
scopic images, thus not requiring special viewing devices;
2) it provides the observer images with full parallax and
continuous viewing points; 3) it is passive; i.e., it does not
require special illumination of the scene; 4) it can operate
with regular incoherent daylight; 5) its system configuration
is compact; 6) its implementation is relatively simple.

The most widely used 3-D imaging technique to date is
still the stereoscopic technique based on Sir Wheatstone’s
“mirror stereoscope” concept. II is well contrasted with the
stereoscopic techniques, which usually require supplemen-
tary glasses to evoke a 3-D visual effect to observers [2].
Moreover, in stereoscopic techniques, observers see only a
fixed viewpoint and may experience visual fatigue because
of convergence-accommodation conflict [3]. Holography
does not suffer from these problems, as it generates 3-D
images with full parallax and continuous viewing. However,
holography involves coherent illumination, which makes the
imaging system more complicated, expensive, and sensitive
to various factors.

A. Principle of Operation

Before describing the principle of operation of an II
system we shall describe first a model of an ideal 3-D
imaging system [4]. Such a system is described heuristically
in Fig. 1(a). If the entire information (directions, inten-
sities, wavelength, state of polarization, etc.) of the rays
originating from a 3-D object is recorded on a boundary
surface surrounding the 3-D object [i.e., the cylinder S in
Fig. 1(a)], a 3-D image of the object can be reconstructed for
any viewing point by generating rays of the same direction
and intensity. As shown in Fig. 1(a), the boundary surface
divides a 3-D space into two spaces: one in which the viewer
is located in (viewing space) and other is the space in which
the object is located (visual space). Practically, the boundary
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Fig. 1. (a) An ideal 3-D imaging. All the rays emerging form the 3-D ob-
ject need to be captured on a boundary surface S. (b) Light rays from a 3-D
object are collected by a planar recording device. (c) 3-D virtual image is
formed by exactly continuing the rays. (d) 3-D real image is formed by con-
tinuing the rays in opposite direction forming a real image. Note that the
visual and viewing spaces are horizontally flipped in this figure with respect
to those in (a).

surface is in general not closed, as for example in Fig. 1(b).
In Fig. 1(b) the rays are collected by a planar recording
device on a finite area. This is the case of the conventional
II systems. In the image reconstruction step, rays having
exactly the same directions as those of the recording rays
[Fig. 1(c)] are generated to form a virtual orthoscopic image.
It is possible to generate rays that are exactly opposite to
those of the recording rays. In such a case a pseudoscopic
(depth-reversed) real image is obtained [Fig. 1(d)].

Conventional II systems typically sample the rays on a
planar surface such as that in Fig. 1(b) by using an aperture
(pinhole) plate or a lenslet (microlens) array. The sampled
rays are recorded on photographic film or by digital means
such as by a CCD or CMOS camera. For reconstruction, an-
other aperture or lenslet array is used to continue the ray
propagation [Fig. 1(c) and (d)]. The typical setup of an II
system is described in detail in Section II.

Typically the pitch of the lenslet or aperture plate is rel-
atively small (typically around 1 mm); therefore’ II can be
considered as a 3-D multiview imaging system with a dense
sampling ray rate. However, the ray sampling rate is finite,
which together with limitation of the optical components
of an II system, set limitations on the performance of the
system. Those limitations are described in Section III.

Hence one way to interpret II systems is as systems that
sample and reconstruct the optical field emerging form the
3-D object. A useful tool for describing the behavior of the
lenslet array as a ray field sampler together with describing
the nongeometrical effects is the ray phase space (RPS),
which is presented in [4]. The RPS is a four-parameter
space-angle representation of the optical data captured at
surface . An alternative way to interpret II systems is as a
spatial multiplexing scheme of conventional imaging sys-
tems [5]. II systems can be viewed as multichannel imaging
systems, each channel arising from a conventional single
aperture imaging system. The multitude of channels may
provide several benefits [5]; the most important for 3-D
imaging is the ability to capture multiview images.

B. History of Development

II was invented in 1908 by Nobel price laureate G. Lipp-
mann [6] and was originally named integral photography
(IP). The term “integral imaging” was introduced recently to
reflect the imaging and image processing nature of modern
applications [7]. The history of development of IP can be
found in [2] and [8]. Here we will mention only a few
milestones. First experiments were done by Sokolov in
1911 using a pinhole array [9]. Experiments with lenslet
arrays could not be performed before World War II because
good plastic materials were not available. In the late 1920s
lenticular sheets were considered as simplification of IP.
“Lenticule” is a synonym for “lens,” but has come to mean
a sheet of long thin lenses. Lenticular sheets contain a series
of cylindrical lenses, today molded into a plastic substrate.
Lenticular sheets are easier to manufacture, but when used
instead of the lenslet array in IP systems, one needs to give
up the vertical parallax. Ives [10] in 1931 pointed that an IP
produces a pseudoscopic image, that is, an image inverted in
depth. To solve this problem, he proposed a method called
“two-step IP” with which a second IP of the reconstructed
image obtained with Lippmann’s method is produced.
In such a scheme, although the image is deteriorated in
resolution, it is no longer pseudoscopic but orthoscopic.
Beside a few studies in the 1960s and 1970s [2], IP did not
gain much interest because technology of image recording
and display and of lenslet array manufacturing was not
mature for practical IP realization. It was only in the last
decade when technology has approached the level required
for practical realization. The availability of high-resolu-
tion light-sensitive devices, such as high-resolution CCDs,
replaced the photographic plate and enabled further applica-
tions that involve electronic transmission and reconstruction
of 3-D images [11]–[15], computerized reconstruction and
recognition [7], [16]–[22] of 3-D objects by means of digital
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image processing, and efficient storage by digital compres-
sion [23], [24] of the recorded images. Since the rebirth in
1997 by Okano et al. [11], many important theoretical and
experimental contributions have been reported, the main
ones described in this paper.

C. Applications

There are numerous applications where the ability to cap-
ture, display, and visualize 3-D images comfortably would
confer real benefits. Examples from the professional domain
include computer-aided design, medical imaging, scientific
visualization, and remote inspection; while in the consumer
markets the likes of 3-D television, 3-D video games, and
3-D multimedia, interactive shopping, interior design, edu-
tainment (education + entertainment), and advertisement
have a clear mass market appeal. Recently numerous studies
have been carried out and techniques were developed that
promote II toward application in the professional and con-
sumer field.

The trigger for the recent revival of II was introducing
digital capture [11] and display devices in the traditional IP
system. This offers the possibility of transmitting, shooting
moving pictures, digital processing, and storage of the im-
ages captured. In the field of entertainment, although II has
not yet reached the technology level required for commer-
cial application, large steps are being taken toward it. It is
likely that with coming generations of digital display and
capturing devices, 3-D imaging and display techniques based
on II principle will find their application in this field.

Several applications of II were proposed in various fields.
The additional dimension captured by an II system may en-
hance the performance of traditional 2-D pattern recognition
techniques. Several techniques to passively sense, detect, and
recognize 3-D objects using II were developed [16], [21],
[25]–[30]. Experiments demonstrate that 3-D recognition al-
gorithms are more discriminant than two-dimensional (2-D)
ones [16].

A technique to display 3-D micro-objects in space using II
was presented in [31]. The technique was demonstrated for
visualizing 3-D images of biological specimens having a size
of approximately 18 40 m, captured with confocal (laser
scanning) microscopy [32]. Such a method can assist physi-
cians, biologists, scientists, and engineers to perceive the 3-D
structure of micro-objects more vividly and accurately.

A real-time animated version of II, called integral
videography, was developed in [33] for surgery navigation.
The surgeon sees an actual 3-D image superimposed onto
the patient using a semitransparent display based on the
II technique. He is guided by indicating the location of a
tracking device through cross-sectional images, for X-ray
computed tomography and/or magnetic resonance images.
By localizing the targeted lesion and the critical lesion that
should be avoided, surgical navigation using integral videog-
raphy helps to achieve safe surgery while minimizing the
invasiveness of the surgery. Errors in the range of 2–3 mm
were found experimentally. The accuracy of the technique
could be increased with the next generation of displays, or
alternatively by using methods described in [31] and [34].

D. Scope of This Paper

In this paper we will provide an updated overview of recent
advances in II technology. The paper is intended to help the
reader to identify the bottlenecks in specific II systems and
to familiarize him with approaches and existing techniques
to overcome them.

In Section II we describe and classify common II sys-
tems. In Section III we analyze briefly the performance of
II and define figures of merit that could help to optimize II
systems and to compare between specific implementations.
The tradeoff between resolution, viewing zone, and depth
of field is identified. Then in Section IV we present a mul-
tiplexing approach to increase the total information of the
system, which, if followed by techniques presented in Sec-
tion V, can be used to improve the performance of II with
respect to desired parameters.

II. CLASSIFICATION OF II SYSTEMS

Here we present a primary classification of II systems
based on distinguishing between optical and digital image
formation, capturing or synthesis. Other classifications
based on type of components of the II system or based on
type of application are equally possible.

A. Full Optical II

A typical II system is shown schematically in Fig. 2. In
the II pickup (recording) process the direction and intensity
information of the rays coming from a 3-D object is spa-
tially sampled by use of a lenslet (or pinhole lens) array and
recorded by a 2-D image sensor as depicted in Fig. 2(a). The
ray information sampled by each lenslet (or pinhole lens) is
a demagnified 2-D image with its own perspective, referred
to as an elemental image, which is captured by a recording
device such as a CCD or CMOS sensor.

In the reconstruction process, the recorded 2-D elemental
images are displayed by a 2-D display panel, such as a liquid
crystal display (LCD) panel, and the rays coming from the
elemental images are redirected to form a real 3-D image
as depicted in Fig. 2(b). In Fig. 2(b) we assume that the
distance between the recording device and the lenslet is
larger than the lenslet focal length ; . This 3-D
image is a pseudoscopic (depth-reversed) image of the 3-D
object. The pseudoscopic real image can be converted into
an orthoscopic virtual image [Fig. 2(c)] by flipping every el-
emental image around its own center optic axis. Such pseu-
doscopic–orthoscopic conversion can be accomplished either
optically [10], [12], [34], [35] or digitally [12], [34]. Some of
the optical pseudoscopic–orthoscopic conversions [10], [12]
involve some image degradation. Orthoscopic virtual images
can be obtained directly also by setting [37]. It
is also possible to display an orthoscopic real image by in-
troducing an additional imaging lens in front of the pickup
lenslet array [38].

B. Computational II (CII)

CII is often used, in which a 3-D image is generated in a
computer using elemental images picked up by a CCD rather
than optical reconstruction using an LCD and lenslet array [7],
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Fig. 2. Conventional II with planar devices. (a) Pickup. (b) Real image display. Lenslet focal length f is assumed to be smaller than the gap g . (c) Virtual image
display.

[17]–[22]. Two approaches are used for CII image restoration.
By one approach [7], [17], [19], [20] a hypothetical pinhole
array is used to simulate the display process depicted in
Fig. 2(c), according to a ray tracing approach. By the other, the
disparity between elemental images is used to generate depth
cross-sections of the 3-D image [16], [21], [22].

The quality of the synthesized image using CII reconstruc-
tion is better than that of the images reconstructed using all-
optical II. This is because CII reconstruction is free of diffrac-
tion and device limitations, and of system misalignment, even
if there are truncation errors due to the digitally computed
inverse mapping. The reconstructed image is inherently re-
constructed to be orthoscopic. The obvious disadvantage of
CII over optical II is that it produces only one view at a time.

C. Computer-Generated II (CGII)

Similar to CII, the pickup process can be simulated by a
computer, and computer-generated integral images can be

displayed optically by an LCD [33], [39]–[43]. Thus, the
process in Fig. 2(a) is performed by a computer using a ray
tracing method and the reconstruction in Fig. 2(b) or (c) is
carried out optically. The pseudoscopic–orthoscopic conver-
sions are included in the digital process.

III. PERFORMANCE ANALYSIS OF II

There are a number of factors that impact the quality of
3-D reconstruction. These include diffraction due to the small
size of the lenslets, limited sampling rate due to the finite
pitch of the lenslet array, imperfections of optical sensor in
the pickup process, limited sampling rate of the recording
and display device, and truncation errors due to the limited
dynamic range of digital devices involved. Numerous studies
were carried out to determine the impact of these and other
factors on II performance [11], [22], [44]–[55]. In the fol-
lowing we will summarize the main results. To simplify the
mathematical expressions, we will limit our discussion to
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Fig. 3. Viewing zone (shaded area), viewing zone widthD, general viewing zone, and maximal viewing angle VA 
 for: (a) real integral image (bold arrow)
and (b) virtual integral image (dashed arrow).

one-dimensional II. The extension of the presented analysis
to 2-D II is straightforward.

A. Geometrical Viewing and Visual Specifications

The concept of viewing zone and viewing angle are of es-
sential importance in autostereoscopic 3-D display [2]. The
viewing zone (VZ) is defined as the movable range in the
viewing space (Fig. 1) where the viewer can see a full res-
olution image; that is, he can see rays emitted from the entire
surface area S (display lenslet array in the II case). The VZ
has to be as wide as possible to enable as many viewers as
possible to simultaneously view the 3-D scene. Typically the
VZ is quantified by its lateral cross section width at a given
distance from the display. For a typical II system, as shown
in Fig. 3, the VZ is determined by the display lenslet exit full
angle given by

(1)

where is the display lenslet pitch and is the gap between
the display plane and the lenslet array (Fig. 2). This is the
maximal angle of ray that can be generated by an elemental
image and imaged from its assigned lenslet.

We define general viewing zone (GVZ) as the movable
range where a viewer can see at least one image point. The
GVZ for common II display is shown in Fig. 3. Viewers lo-
cated in the GVZ but outside the VZ see distorted or flipped
images because part of the rays seen are seen through lenslets
adjacent to the lenslet corresponding to the elemental image
point generating the ray. To prevent this, the elemental image
that exceeds the corresponding area is discarded optically in
the direct pick up method (see Section V-A) or electrically
in the CGII method. In such a case viewers outside the VZ
that are still in the GVZ, such as the bright hair viewers in
Fig. 3(a) and (b), see a truncated image because they cannot
see all the elemental images. As can be seen in Fig. 3, the
GVZ is also dictated by the lenslet exit angle .

The image viewing angle VA is defined as the range of
directions from which an image point can be seen. The image
viewing angle depends on the image location, on the display
lenslet array size and lenslet exit angle . For a given II dis-
play, the image viewing angle depends on the image loca-
tions; therefore, we will refer to the maximum image viewing
angle as a figure of merit of the display system. In Fig. 3
the image is placed in the location from which its central
point can be seen from the largest range of directions. It can
be seen that for the conventional II system in Fig. 3, the max-
imum VA equals the lenslet exit angle . Thus, we
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Fig. 4. Visual field (shaded area), and object maximal viewing angle 
 .

see that for the II system in Fig. 3, the VZ equals the max-
imum VA ; therefore, often the VZ is defined through the
maximum VA . In general, if the 3-D imaging system has a
planar and uniform display surface , the VZ and GVZ are
closely related to the maximum VA .

Thus we see that the lenslet exit angle defines the
viewing geometry. With a typical II display setup, is
approximately the lenslet focal length and the lenslet fill
factor is close to one, so that the pitch equals approx-
imately the lenslet aperture. Therefore, in general, from
(1), , where NA and denote the
numerical aperture and f-number of the lenslet, respectively.
Thus, we can conclude that for common II the VZ, GVZ,
and maximum VA are proportional to the display lenslet
NA and inversely proportional to their .

In addition to the image viewing geometry, the object
capturing space geometry needs to be defined also: the
geometry of captured rays in the visual space in Fig. 1.
The need to define the capturing geometry is obvious if we
consider a CII system for which the viewing geometry is
virtual and therefore we are primarily concerned with the
object location and angles that it can be captured from. We
define the object visual field VF as the spatial region
where object points are “seen” and captured from the entire
capturing surface . The term “visual” is often used (or
meant) with respect to “seeing” geometry of an image;
therefore, we emphasize here that we refer to object visual
field. The VF for a conventional II system is shown in
Fig. 4. It depends on the capturing lenslet array size and
capturing lenslet exit angle given by ,
where is the display lenslet pitch and is the gap be-
tween the display plane and the lenslet array (Fig. 2). As
with the display II subsystem, the capturing lenslet array
exit angle is in general given by twice the capturing lenslet
NA or by : NA .

We define the object viewing angle VA as the angular
range that an object point is “seen” by the capturing system,
that is, the angle subtended by the capturing surface rela-
tive to the object point. Typically VA depends on the cap-
turing lenslet exit angle and the location of the object. As
a figure of merit of the capturing system, we use the max-
imum VA obtained from an object point located at the po-
sition from which is “seen” by the capturing system in the
widest range of directions. The maximum VA for a con-
ventional II capturing system is shown in Fig. 4. It can be

seen that . Thus, for an II system with planar and
uniform lenslet array the VA and the VF are dictated by
the capturing lenslet array NA or alternatively by their .
In some cases relay optics are located between the pickup
lens array and the capturing sensor, which may reduce the
maximum VA due to vignetting [56].

If an II system has symmetrical capturing and displaying
subsystems—that is, they have the same lenslet array speci-
fications, same optical setup, same recording and display de-
vices resolution and size—then the maximum VA equals the
maximum VA and the VZ is a mirror of the VF . However,
if the overall II system performs magnification, or nonplanar
lenslets are used or if vignetting is induced by some relay op-
tics, then the values of the terms characterizing the capture
and display may differ.

B. Lateral Resolution

To evaluate the resolution of II systems, one can adopt an
optical transfer function (OTF) analysis [44], [45], [54], [57].
Strictly speaking such an analysis is not valid, since OTF
analysis holds only for linear shift invariant systems, which II
is not. A principal reason for not being linear shift invariant is
because of the sampling processes involved in the recording
and display stages, which are space-variant. However, to pre-
serve the convenience of the transfer function approach, it is
possible to define a spatially averaged optical transfer func-
tion (AOTF) [55] by assuming that the sampled image is ran-
domly positioned with respect to the sampling grid location.
Thus, even though II is not a linear shift invariant system, a
fair estimate of its resolution can be obtained through the el-
egant OTF analysis approach.

For CII the resolution is determined solely by the capturing
system OTF, which is given by the product of the pickup
lenslet array OTF and pickup device lenlslet array. For a full-
optical II, the overall system OTF (capture and display) needs
to be considered [46], [55], [57]. The OTF for a capture and
display system using a square aperture or lens array is given
in [45]. The OTF for systems using a circular aperture can be
found in [46].

The maximum spatial angular resolution [in cycles/rad
(cpr)] that can provide a capture, a display, or capture-and-
display system can be defined as the cutoff angular spatial
frequency of the system modulation transfer function (MTF)
[55] given by MTF OTF . An example of an MTF
of a capturing II system is shown in Fig. 5(a). The cutoff
frequency of the overall MTF in Fig. 5(a) is cpr.
The main limiting sources of are diffraction due to finite
lenslet aperture, focusing errors, and the sampling process
when digital capturing and/or display devices are used. Ac-
cordingly the cutoff frequency of a capturing system using
a lenslet array can be approximated by [45], [46], [55], [57]

(2)

where is the diffraction limit cutoff frequency, is
the capturing device cutoff frequency, and is the cutoff
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Fig. 5. Overall MTF (solid line) of typical II capturing system (f =

5 mm, p � w = 1 mm, p = 10 �m, L = 0:5 m). (a) In-focus
system. The overall MTF (solid line) is determined mainly by the sampling
average MTF (dashed line). The diffraction MTF (doted line) is much higher
then the sampling average MTF. (b) Overall MTF (solid line) of severely
out-of-focus system. The system is focusing at 0.5 m whereas the object is
at distance L = 0:05m in front of the lenslet array. The out-of-focus MTF
(dotted line) is much lower then sampling MTF (dashed line).

frequency due to the defocusing. For square aperture lenslets
is given by [45]

(3)

where is the lenslet aperture and is the light wave-
length. In general dominates only in very severely
out-of-focus situations such as the one depicted in Fig. 5(b).
In such cases [45]

(4)

Fig. 6. Sampling of the reconstructed image.

where is the focusing phase which depends on the
object plane , lenslet focal length , and gap between the
lenslet-array and the optics pickup focusing

(5)

If a pixilated capturing device is used and the lenslet aper-
ture is large enough so that then the capturing
device cutoff frequency is approximately [55]

(6)

where is the pixel sensor size, is lateral magnifica-
tion of the pickup optics typically located between the lenslet
array and the CCD, and is the gap between the lenslet array
and the pickup optics imaging plane. In the example of Fig. 5,

cpr, cpr, and, since the object is in
focus, . In the example of Fig. 5(b), the object is
severely out of focus and cpr.

With a CII system the resolution is limited only during the
capturing process; therefore, it is determined by (2). How-
ever, with a full-optical II system, the resolution may be fur-
ther degraded by the optical display system so that the overall
system cutoff frequency is

(7)

where is the display cutoff frequency, which can be cal-
culated in a similar way to (2)–(6) by substituting the appro-
priate display system dimensional parameters.

The cutoff spatial frequency can be regarded as the an-
gular frequency of the rays emitted from the lenslets during
image reproduction. From Fig. 6 it can be seen that the an-
gular spatial frequency measured at the observer (cpr) is
related to by

(8)
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where and are the distances between the surface and
the observer and and the image, respectively. The maximal
viewed frequency according (7) and (8) is given by

(9)

Equation (9) determines the maximal viewing resolution due
to the capture and display system and setup limitation. An-
other source of viewing resolution limitation is the fact that
not all rays producing the image reach the viewpoint. Fig. 6
shows some rays that actually reach the viewpoint and show
the sampling of a real image by the pitch of the lenslet or
pinhole array. The sampling period is radians and the
Nyquist frequency cpr of the sampling is given by [45]

(10)

Finally, the maximum frequency of the reconstructed
image, viewed by the observer, is provided by either the
spatial Nyquist frequency or the maximum frequency

, whichever is the smaller

(11)

C. Depth of Field

Since with an II system only a single plane is used to cap-
ture and display the 3-D image, it is not possible for all ob-
jects to be in focus. Therefore, blurred images of objects or
parts of the object that are out of the focus are obtained. The
longitudinal (axial) range in which sharp images of 3-D ob-
jects can be obtained is characterized by the depth-of-field
(DOF) of the system, which is usually defined as the extent
of axial interval in which the PSF is higher than times
its maximum value. Let us first assume that the finite lenslets
DOF is the bottleneck of the DOF of the overall II system.
In such a case it can be shown [41] that the DOF of the II
system is given by

(12)

where is the wavelength and is the distance between
the lenslet array and lenslet image plane, which is assumed
to be much larger than the lenslet array size . If we as-
sume that the resolution is limited by lenslets’ diffraction,
then the maximum resolution , in lines/mm, is given by

[41]. Hence, it can be seen that regardless of

lenslet size and focal length, the product of depth of focus
and the resolution squared (PDRS) is a constant given by

DR (13)

Equation (13) indicates that there is a tradeoff between the
DOF and the resolution; therefore, the PDRS [41], [42], [58]
was used as a figure of merit of an II system.

Equation (13) holds in the diffraction limited case. Often
the resolution is limited by the sensor pixel size . In such
a case, , which, if combined with (1) and
(12) yields in the paralaxial range [5]

DR (14)

In Section III-A, we have explained that the lenslet exit
angle determines the viewing geometry specifications
(VZ, GVZ, VA , VF , and VA ) of a conventional II system.
Equation (9) implies again that there is tradeoff between the
resolution, DOF, and the viewing/visual range. One cannot
increase one of these parameters without decreasing at least
one of the other two. Note that in the pixel limited case,
the tradeoff defined by (14) is irrespective to the lenslet
parameters.

Equations (13) and (14) were obtained under the assump-
tion that the lenslet is the primary DOF limiting source. For
the general case, (13) and (14) serve as upper bounds and the
following “uncertainty” relations can be written:

PDRS (15)

and

DR (16)

D. Information Capacity

The tradeoffs set by (13)–(16) show that one cannot inde-
pendently improve one of the system parameters (DOF, res-
olution, object or image viewing angles, viewing zone, and
visual zone) without affecting others. These tradeoffs are due
to the finite information capacity of an II system. In [55], the
use of the Shannon number of the system as a global figure
of merit has been proposed. The Shannon number is referred
to as the number of numbers required to completely deter-
mine a signal. For a system, it equals the number of spa-
tial degrees of freedom or the number of modes. For a given
signal-to-noise ratio (SNR), the Shannon number is propor-
tional to the total information of the system. With respect to a
3-D imaging system, such as II systems, the Shannon number
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Fig. 7. (a) II with MALT. (b) Movement of tilted lenslet array to improve resolution in both x and y directions. (c) Circular movement.

of the systems defines the maximum number of voxels (vol-
umetric pixels) that can be imaged. The Shannon number
of the II capturing subsystem using a lenslet array is given
by [55]

(17)

where is given by (2) and is the number of elemental
images per dimension . Equation (17) is obtained from the
analysis of the capture process in one dimension; for 2-D
II systems, the Shannon number for both dimensions needs
to be multiplied. A similar expression to (17) exists for the
II display subsystem but with the respective parameters ,

, , and . Often, as in the case of Fig. 5(b), the pixel size
is the primary resolution limitation source [59]; i.e.,

so that . In such a case, it can be
shown [55] that , meaning that the Shannon number
is approximately the number of sensor pixels.

With an II system that has identical display and pickup
subsystems, the Shannon number of the overall system is
given by (17). If the pickup and display subsystem are not
identical, then the Shannon number of the overall system
is dictated by the subsystem that has the lower Shannon
number. The expression for the Shannon number in such a
case can be found in [55].

IV. MULTIPLEXING METHODS FOR INCREASING THE

CAPTURED AND DISPLAYED INFORMATION

We have seen in Section III-C that there is a tradeoff
between the performance parameters of an II system. This

tradeoff is due to the finite information (Shannon number)
that can be captured and displayed by the system with one
shot. Therefore, in order to improve the II system perfor-
mance, the Shannon number of the system needs to be
increased. This can be done by multiplexing—that is, by
taking multiple images of the same object.

A. Time-Division Multiplexing (TDM)

Several TDM schemes were proposed [13], [14], [18],
[20], [21], [56], [60]–[62] to alleviate the paradigm set by
the tradeoff between resolution, depth-of-field and viewing
and visual parameters. With time multiplexing, motion
during capture and projection is exploited to: 1) capture
and display a denser optical data field representing the 3-D;
that is, denser light rays from more directions captured
and continued from surface in Fig. 1, or 2) to generate
an enlarged synthetic array aperture, that is, synthetically
enlarging the surface in Fig. 1(b).

In [13], a moving lenslet array technique (MALT) is pro-
posed in which the positions of the lenslet arrays for both
pickup and display are rapidly vibrated synchronously in
the lateral directions within the retention time of the after-
image (or faster than the flicker fusion frequency) of the
human eye. Fig. 7(a) depicts an II system using MALT. As
the lenslet array moves, the elemental images change and
have different perspectives within one lenslets pitch. Hence,
the array pitch is virtually decreased, yielding a higher lat-
eral resolution according to (10) and (11). The vibration (or
movement) range need not be larger than one lenslet pitch
in both lattice directions, because the lenslet arrays are peri-
odic. The elemental image detection device (CCD array) and
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Fig. 8. Example of resolution improved by MALT. Images obtained
(a) without and (b) with MALT.

the image display device (LCD or SLM) are stationary. Be-
cause the pickup lenslet array and the display lenslet array
vibrate synchronously and human eyes have the effect of an
averaging detector, observers therefore see a stationary re-
constructed image with improved viewing resolution for a
stationary object.

In general, 2-D motions are necessary to increase the spa-
tial sampling rate along mutually orthogonal two directions
in the lenslet array plane. However, for the lenslet array
packed in a square, the sampling rate along the two lattice
directions can be increased using linear motion by tilting
the lenslet array so that the there are motion components in
both lattice directions. This case is depicted in Fig. 7(b). The
motion velocity needs to be adjusted so that a gap of pitch
size could be scanned during the eye integration period [42].
For practical applications, a circular motion of the lenslets
could be used as depicted in Fig. 7(c). In this case, the radius
of the circular motion should be larger than one half pitch
of the lenslets.

The resolution improvement by MALT is demonstrated in
Fig. 8. The die dots, which are larger than the size of each
lenslet element, are distinguishable even with a stationary II
process. However, the toes in the footprint figure, which are
similar to or slightly smaller than the size of each lenslet ele-
ment, are not clear. Using MALT, the resolution is improved
and the toes can be recognized in Fig. 8(b).

The MALT concept can be implemented also with CII
[18], [20], which performs a pickup process optically with
MALT, and reconstructs the images computationally. A se-
quence of elemental image arrays are captured with a lenslet
array moved in steps smaller then the lenslet array pitch thus
implementing a virtual scanning process. Then the set of
captured elemental images are digitally processed to synthe-
size high-resolution 2-D images appropriate to the desired
viewing direction. With this method the synchronization be-
tween the pickup and display array is not required. Moreover,
powerful digital image processing methods can be combined.
Digital superresolution reconstruction methods (see for in-
stance [63]) are ideal for processing the captured sequence
of the image acquired. In [18] the inverse back projection su-
perresolution method is applied on the sequence of elemental
image arrays captured with MALT to generate improved 2-D
parallel perspective images of 3-D objects. In [20] a sequence
of elemental image arrays captured with MALT are digitally
processed using a different approach: a computational 3-D
volumetric reconstruction algorithm is developed with which
images along the longitudinal axis are reconstructed with in-
creased resolution.

The MALT technique increases the lateral resolution of the
reconstructed 3-D images by virtually decreasing the array
pitch. Time multiplexing of order in each dimension, i.e.,

exposures are taken with the lenslet array moved in steps
of , is equivalent to sampling with a lenslet array having
a pitch times smaller but without decreasing the lenslet
aperture and consequently the viewing angle. Thus, (10)
is increased times without scarifying the diffraction lim-
ited bandwidth in (3) or in (1). Alternatively, a tradeoff
can be made between the resolution enhancement and the
viewing angle. If an array with large pitch is used then the
viewing angle can be increased, since the lenslet is de-
creased. However, in such a case the resolution is scarified
because the spatial sampling rate of the ray information is
reduced. The loss of the resolution can be compensated by
MALT [62], thus obtaining images with enlarged viewing
angle without loss of lateral resolution.

A tradeoff can also be made between the resolution gained
by MALT and the depth of focus [42], [64] by using nonuni-
form lenses to be described in Section V-C.

MALT was shown to be useful for improving the accuracy
of computational evaluation of depth of object [21]. Since the
depth information resolution is linearly proportional to the
lateral resolution of the captured field [21], an increase of the
lateral resolution of the captured elemental images obtained
using MALT yields a respective increase of depth resolution.
In [21] high-resolution elemental images are obtained by ap-
plying a digital numerical superresolution technique on a set
of elemental images captured with MALT which yield im-
proved depth evaluation. Consequently, improved sensing,
detecting, and recognition of 3-D objects by CII is demon-
strated in [21].

Another time-multiplexing technique is the synthetic
aperture II (SAII) [14]. With SAII the detector and display
are moved together with the lenslet arrays synchronously.
The motion speed is typically set to cover at least one pitch
within one exposure of the CCD. By this, the effective
aperture of the lenslet is increased synthetically. As a result
the object visual field is increased and the resolution of
diffraction limited images is improved. In [56] the SAII
concept is used together with computational reconstruction
of the integral images. An enlarged effective lenslet array
is obtained by capturing multiple IIs with relatively large
displacement in a plane perpendicular to the optical axis.
The multiple elemental images obtained are combined to-
gether to create a synthetic aperture integral image that has
an enlarged effective VF and VA .

With TDM techniques the increase of the spatial sam-
pling rate of ray information by lenslets is achieved in time;
therefore, for video applications the TDM rate (the rate at
which the images are taken and displayed) needs to be ad-
justed. If video streams with dynamic properties (ability to
image moving objects) equivalent to conventional TV and
video systems are desired, the capturing and displaying 25
or 30 frames per second (depending on the system), then for
TDM II the rate needs to be increased properly [42]. This
of course requires fast capturing and display devices. If the
frame rate is increased by a factor to achieve -order
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Fig. 9. Information capacity gained by K-order multiplexing for the
case that the total exposure time cannot be increased, plotted for different
camera SNRs.

multiplexing, the total information captured and displayed
can be increased up to times. However, even with proper
setup design and using of high-quality fast imaging devices,
the information capacity gained by TDM is practically less
than K due to the fact that high frame rate involves low ex-
posure time, which reduces the SNR. With typical imaging
conditions it can be shown [65] that the information ca-
pacity gained by TDM is SNR
where SNR denotes the SNR of a single exposure at reg-
ular frame rate. Fig. 9 shows a graph of the information
capacity gained by -order TDM with systems that need
to increase the frame rate times. It can be seen that the
multiplexing efficiency (information capacity gain divided
by ) decreases with the multiplexing order and is in-
versely proportional to the camera’s SNR. For instance for

the multiplexing efficiency is 75% for a low noise
camera SNR dB and is lower for noisier cameras.
Clearly, for still imaging of stationary objects, the frame
rate constraint is not relevant and the exposure time does
not need to be reduced, thus the information capacity gain
can be as high as .

B. Space-Division Multiplexing

Spatial multiplexing can be adopted to increase the 3-D
image depth, viewing and visual angles, or image size. Mul-
tiple II systems with different VF and VZ can be combined
to operate as an equivalent 3-D imaging system with en-
larged viewing and visual zone. For example, if two objects
are positioned out of the focus of the lens array, a clear 3-D
image cannot be realized with a single II system. However,
if the rays emerging from each object are directed using a
beam splitter to two II systems, each focusing at one of the
objects, then both objects can be captured and displayed to-
gether [66]. Although such a system requires setup align-
ment, it provides additional flexibility. Spatial multiplexing
by using multiple display devices can also be combined with
masking techniques (to be described in Section V-A) to in-
crease the viewing angle [67].

Fig. 10. Projection type II reconstruction.

C. Spatiotemporally Multiplexed II Projector

In Section III it was mentioned that typically it is the
number of recording pixels that limits the amount of in-
formation captured with an II system. The same source
of limitation, and even a more serious one, exists with
the display device; the display resolution and size limits
the total number of voxels displayed. In order to produce
high-quality 3-D images with large VZ, large VA , large
DOF, and high resolution, elemental images with a large
number of pixels are required. A possible solution of the
pixel number problem is by using a projection type of II [68]
with spatial multiplexing [34], [69], [70]. In spatial multi-
plexing, many display panels (or 2-D projectors) are used
for the entire elemental image display as depicted in Fig. 10.
Each projector casts only a subset of the entire elemental
image array onto the corresponding lenslet array part. Of
course the projection angle should be close to zero. To
alleviate the need for a large number of display panels or 2-D
projectors, a temporal multiplexing scheme can be adopted
[69] with which a scanning mirror is used to direct the image
projected from one projector into the corresponding area
of the screen (or the lenslet array) sequentially in the time
domain. The high-resolution elemental images that can be
displayed with such a scheme improve the resolution of the
reconstructed 3-D image and density of the viewing zones.
In addition, it allows the use of micromirror arrays instead
of lenslet arrays, which, as explained in next section, can
reproduce larger viewing zones.

V. II SYSTEMS WITH NONCONVENTIONAL DEVICES FOR

IMPROVING PERFORMANCE

A. Special Devices for Avoiding Interference

As mentioned in Section III-A, interference, or elemental
image overlapping, occurs when rays from adjacent lenslets
converge at the same point, within the same elemental image.
In such a case different points in the object space are recorded
in the same elemental image point and cannot be separated
properly during the 3-D image reconstruction. As a result,
double-reconstructed images are obtained. Thus, it is essen-
tial to limit the elemental image within the capture and dis-
play plane to its assigned lenslet in the pickup and display
lenslet array. One method to avoid interference is by using
a graded index lens array instead of the conventional lenslet
array [12]. Graded index lens arrays have an additional ad-
vantage because they produce orthoscopic images and there-
fore pseudoscopic–orthoscopic conversion is not required.
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However, they are inferior to lenslets in their imaging quality.
A more common method to avoid interference is by using
optical barriers [12], [37], [71] that masks elemental images
from rays collected by adjacent lenslets. For increasing the
VF and VZ a dynamic barrier together with a time division
multiplexing scheme can be used. In [71] a dynamic barrier
array that distributes the 3-D images to different directions in
a time-division-multiplexed manner is demonstrated for in-
creasing the number of viewing zones. By tilting the barrier
array with enough speed to induce afterimage effect and syn-
chronizing the display of the assigned elemental images, the
effective VZ is increased; observers located in a wider range
can view the 3-D images simultaneously.

B. Special Elements for Improving Viewing and Visual
Performance (Reducing Limitation)

In Section III-A it was shown that the lenslet plays
a central role in defining the viewing and visual properties
(VZ, GVZ, VA , VF , VA ,) of a conventional II system.
To enlarge the viewing angle, viewing zone and visual field,
the should be as low as possible. However, high-quality
lenslets with low are difficult to manufacture. Typical
viewing angles (VA and VA ) obtained with high-quality
lenses are about 10 –20 . Even with an as low as 1, in
(1) is limited by approximately 50 . Satisfactory field of view
for typical displays should be at least 60 [72]. Several varia-
tions of the conventional II system were proposed to enhance
the viewing and visual parameters. As already mentioned in
Section IV, multiplexing methods such as MALT and double
device were found useful for increasing the VA , VA , VZ,
and VF. Those methods were found effective, but they in-
crease the complexity of the system; they require mechanical
movement or multiplicity of devices involving careful align-
ment. Alternative methods for increasing the viewing and vi-
sual parameters are by using special elements in the II system
as described bellow.

1) Fresnel Lens Array: One attempt to widen the viewing
angle is by using a Fresnel lens array [73]. Fresnel lenses can
be made with a smaller than lenslet arrays. However, the
Fresnel lenses induce typical image distortion and there is a
limitation in decreasing the f-number.

2) Lens Switching: Another method to increase is using
lens switching to double the region of each elemental image
[74], [75]. This approach, however, needs a mechanical mask
that should move fast enough to obtain after-image effect,
which causes some problems such as air resistance and noise.
These problems can be avoided by using dynamic masks that
use a orthogonal polarization switching method [76], [77]
rather than mechanical movement. This method uses orthog-
onally polarized elemental images with a polarization shutter
screen and the orthogonal polarization sheet attached to the
lens array. The disadvantage of this method is that the inten-
sity of the original image is reduced by half when using the
polarization sheet, and consequently the integrated image be-
comes dim.

3) Volume Holographic Recording: Another method,
which uses volume holographic recording of the elemental
images [30], [78], has been proposed. A phase-conjugate

beam is employed to read out elemental images stored in
photorefractive volume holographic storage. However, the
method cannot implement dynamic color display and the
system is much more complex.

4) Microconvex-Mirror Arrays: Apparently the most ef-
ficient method is by use of micromirror arrays instead of
lenslet arrays [34], [79]. Microconvex mirrors with a small
f-number and negligible aberration are much more easily
manufactured than similar lenslets. Each mirror element can
have an smaller than 1. For example, if , the
viewing angle becomes 90 , which is acceptable for many
large-scale applications. In [34] several schemes for pickup
and display systems using microconvex-mirror arrays were
proposed. A projection type II display system (Fig. 10) that
uses microconvex mirrors with a viewing angle larger than
60 was demonstrated.

Additional advantages of II using microconvex mirrors are
as follows.

1) They do not rotate the elemental image around its op-
tical axis in the 3-D image reconstruction; therefore, the
image obtained is orthoscopic and pseudoscopic–ortho-
scopic conversion is not required.

2) Flip-free observations of 3-D images are possible even
if optical barriers are not used because each elemental
image can be projected onto only its corresponding mi-
croconcave mirror.

3) It is easy to realize 3-D movies with large screens even
if a small size of display panels or film is used. This is
because the display panel and the screen are separated,
and thus the size of elemental images that are projected
onto the screen can be controlled easily by use of relay
optics.

4) It is easy to implement spatial multiplexing or spa-
tiotemporal multiplexing methods described in Sec-
tion IV-C for displaying a large number of pixels.

In principle there is no need to use microconvex-mirror
arrays both for pickup and display; II systems that combine
planar lenslet arrays for pickup with a microconvex-mirror
array for display, or vice versa, can be realized. However, it
should be noted that in such cases a proportion distortion of
the image occurs because a longitudinal magnification (or de-
magnification) takes place, whereas the lateral size does not
change. This problem can be solved by using digital zoom
[14], [21] or nonplanar micromirror arrays [14] described in
the next subsection.

C. Special Lens Arrays

Conventional II systems use a lenslet array or an aper-
ture array. Lenslet arrays are preferred over aperture plate
arrays as they can be made to have a larger viewing area at
the same resolution and have lower loss [45]. In the previous
subsection, we have seen that lenslet arrays other than mi-
cromirrors and Fresnel lenslets may be beneficial. Several
other than conventional lens arrays were suggested for dif-
ferent purposes.

1) Curved Arrays: If the planar lenslet array in the con-
ventional II system is replaced with a curved lenslet or curved
micromirror array several benefits may be gained [15], [43].
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Fig. 11. II using curved devices. (a) Pickup of elemental images using curved devices. (b) 3-D image reconstruction using planar devices. (c) Pickup of
elemental images using planar devices. (d) 3-D image reconstruction using curved devices. (e) Equivalent setup to curved pickup devices. (f) Equivalent setup
to curved display devices.

In [43] it is shown that a curved lenslet array in the display
system used with elemental images generated by CGII can
remarkably improve the VA . This is because with a curved
lenslet array every viewing point outside the viewing zone
can be made available for sharp azimuthal viewing angles by
integrating images from eccentric elemental images (close
to the edges) that are normally masked by the optical bar-
rier with the conventional II. However, in the implementa-
tion in [43], a “gap mismatch” problem occurs due to varying
gap between the curved lens array and the flat display panel,
which induces distortions in the reconstructed image.

In [15], a method is presented which uses a curved pickup
lenslet array or a curved microconvex-mirror array (Fig. 11),
or both, for controlling the depth and size of the reconstructed
3-D images in II. With lateral and longitudinal magnification
control, it is possible to pick up large 3-D objects that may be
far away and then to display their 3-D images of a reduced
size within the depth-of-focus of the II systems. This feature
is especially important for practical 3-D displays including

3-D television, video, and movie, where typically large 3-D
objects that may be far away, such as nature scenes, need to
be displayed to a viewer located close to the display system.

The operation principle of the method can be understood
through Fig. 11(a) and (b). By using a negatively curved
pickup lenslet array, the disparity of neighboring elemental
images increases because pickup directions of the lenslets in
a curved array are not parallel and thus their fields of view are
more separated than those for a planar array. Such elemental
images are equivalently obtained if we pick up the object of
a reduced size near the pickup lenslet array. Therefore, when
elemental images with increased disparity are displayed on
a planar display screen (a microconvex-mirror array), an in-
tegral image with a reduced size is reconstructed near the
screen [Fig. 11(b)]. Thus, image size can be controlled by
varying the curvature of the lenslet array . In this method,
as the object distance increases, the longitudinal image depth
reduces in a nonlinear way, while the lateral size reduces in
a linear way. To reduce the depth of reconstructed images
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alone, a method to zoom elemental images in can be used. In
the experiment reported in [15], a planar pickup device to-
gether with an additional large aperture negative lens in con-
tact with the pickup lenslet array is used, which are shown
to be functionally equivalent to the curved pickup devices
[Fig. 11(e) and (f)].

2) Nonuniform Lens Array: A possible way to increase
the 3-D image DOF is to use an array with varying focal
lengths and aperture sizes [42], [80]. Lenses with different
focal lengths contribute to different image depth cross sec-
tions. When a suitable nonuniform lenslet array is used it is
possible to improve the DOF of 3-D images. The nonuniform
lenslet array consisting of groups of lenslets of varying focal
length and lenslet size packed in a periodic pattern, which
can be viewed as a superposition of uniform lenslet arrays,
each designed to focus on a different depth range and reso-
lution. However, the subarrays have a lower pitch and pos-
sibly low aperture; therefore, according to (3) and (10), each
depth cross section can be imaged with low lateral resolution.
MALT can be used here also to remedy the loss of lateral res-
olution [42]. Another disadvantage of this method is that care
needs to be taken to block the area between the lenses, which
causes light loss.

3) Amplitude Modulated Lenslet Array: In [58], a tech-
nique is presented for improving the depth of field without
reducing the spatial resolution. The technique is based on
modulating the amplitude transmittance of the lenslets. It
is shown that by simply obscuring the central part of the
lenslets, the PDRS of an integral-image system can be in-
creased almost by 400%. However, the price that is paid with
this technique is reduction of the light efficiency and distor-
tions due to increased aberrations of the partially blocked
lenslets.

4) Electronically Synthesized Lenslet Array (ESLA): Me-
chanical movement in the MALT method (see Section IV-A)
can be avoided by replacing the lenslet array with an ESLA
[81]. For an ESLA, an array of Fresnel zone plates is gener-
ated in an LCD. Each lenslet is obtained by turning the LCD
pixels on and off according to the zone-plate pattern calcu-
lated with a PC. In such a way the position of the lenslet
array realized by ESLA can be controlled electronically in
real time without need of mechanical movement. However,
the method suffers from poor contrast and poor light effi-
ciency due to performance limitations of spatial light modu-
lators available today.

5) Arrays With Nonrectangular Grids: Most common
lenslet or aperture plate arrays are arranged in a rectangular
(square) grid. But there is no restriction for the arrays to
have a rectangular grid. On the contrary, it has been shown
that nonrectangular grids are useful for reducing the moiré
effects in contact type 3-D imaging displays [82], [83]. Such
systems use a flat panel display layered with a grid-type
optical plate such as a microlens array or parallax barrier
plate. Moiré patterns may appear due to the superposition
of the two grid-type devices. It was found that the moiré
effect can be minimized if the rectangular lenslet array is
replaced by a cross-lenticular plate, which is composed of
two lenticular plates, crossed at angles between 20 and 30 .

VI. CONCLUSION

II is a promising 3-D imaging technique as it can provide
multiview autostereoscopic 3-D images with a relatively
simple and compact system that does not require special
viewing devices and imaging requirements. These features
make II an excellent candidate for implementation in pro-
fessional and commercial applications that could benefit
from 3-D imaging. Some practical implementations were
proposed already, but in order to be widely used in daily
life the resolution-DOF-viewing angle paradigm must be
overcome. This paradigm can be shortly expressed through
the “uncertainty principles” given in Section III-C. It is a
result of using 2-D recording, displaying devices, and op-
tical devices to represent enormous amount of information
representing 3-D optical data.

Nevertheless, with upcoming technology together with
multiplexing techniques and methods described in this paper,
the paradigm can be expected to be broken and II systems
will reach a level required for wide-scale application. Let
us consider, for instance, the example of Fig. 5(a): with
the availability of a pickup sensor pixel size of 1.4 m, the
sensor resolution limitation can be relaxed to the order of the
optical resolution limitation; cpr. If, in
addition, a 20-megapixel sensor together with multiplexing
of order 4 can be efficiently implemented, a 80-megavoxels
3-D image could be captured. This amount of information
could represent, for instance, an equivalent of about 260
completely independent VGA-resolution views, which ac-
tually are equivalent to a much larger number of correlated
views, since the views of 3-D objects are highly redundant.
The large amount of information involved in 3-D imaging
need to be manipulated efficiently in order to produce 3-D
images with desired specifications, that is, to control the
resolution, DOF, and viewing and visual geometrical param-
eters. For this purpose, techniques as described in Section V
can be useful. Another challenge that rises with the huge
amount of information is the necessity to efficiently store and
transmit the data. For this, efficient compression techniques
need to be developed. Several techniques of II compression
were proposed already [23], [24], [84] demonstrating good
quality compression with a compression ratio of up to 130.

In conclusion, with future generations of 2-D sensing and
display systems to come, combined with techniques similar
to those presented in this paper it is not unlikely that II will
reach a level of implementation in various consumer and pro-
fessional applications. Remaining challenges are further im-
provement of capture and display technology and developing
methods to process and store the huge amount of data re-
quired to image 3-D scenes. Efforts to efficiently control 3-D
image resolution, depth-of-focus, and viewing and visual ge-
ometry should be pursued also.

This paper is dedicated to the memory of Dr. Ju-Seog Jang
(1961–2004).
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