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Three-dimensional integral imaging of micro-objects
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We propose a method for displaying micro-objects in space that is based on three-dimensional (3D) integral
imaging, in which elemental images are calculated from a two-dimensional sampling of the optical field along
different depths by use of confocal scanning microscopy. Experimental results are presented to demonstrate
that a uniformly magnified 3D biological specimen can be displayed in space, and thus integral imaging can
be used for 3D display of confocal microscopy. To the best of our knowledge, this is the first report of 3D
integral imaging of (semitransparent) micro-objects. © 2004 Optical Society of America

OCIS codes: 110.6880, 100.6890, 180.1790.
There has always been great interest in the visu-
alization of micro-objects.1 Integral imaging2,3 (II)
has been studied for three-dimensional (3D) imaging,
television, and visualization.4 To both record and
display a 3D image of an object, lenslet elements with
1- or 2-mm apertures have been used.3 However, II
cannot be applied to micro-objects smaller than each
microlens. The use of magnifying lenses before the
pickup process cannot be a solution, because magni-
fication is nonuniform along the longitudinal depth
direction, and thus the 3D shape cannot be preserved
for a magnified image.5 Using a microlens array with
lenslets much smaller than the micro-object is not a
solution either, because diffraction in each microlens
becomes significant, and thus the image resolution is
degraded seriously.6

In this Letter we show that uniformly magnified
3D images of micro-objects can be displayed in space
using II. To accomplish this, we use uniformly mag-
nified two-dimensional (2D) sectioning images of a 3D
micro-object along different depths that are obtained
from confocal scanning microscopy. The ray infor-
mation for 3D image formation is calculated from the
sectioning images and used in II to display 3D micro-
objects. Our approach can deal with semitransparent
micro-objects, such as microbiological cells.

In the pickup (recording) process of II the direction
and intensity information on the rays coming from a 3D
object is spatially sampled by use of a lenslet (or pin-
hole lens) array and recorded by a 2D image sensor, as
depicted in Fig. 1(a). The ray information sampled by
each lenslet (or pinhole lens) is a demagnified 2D im-
age with its own perspective, referred to as an elemen-
tal image. Reconstruction of a 3D image of the object
from 2D elemental images is a reverse of the pickup
process. The recorded 2D elemental images are dis-
played in a 2D display panel, such as a LCD panel, and
then rays coming from the elemental images are redi-
rected to form a real 3D image, as depicted in Fig. 1(b).
In II, therefore, a true 3D image with full parallax
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and continuous viewpoints can be produced optically
in space.

II is well contrasted with commonly used stereo-
scopic techniques, which usually require supple-
mentary glasses to evoke a 3D visual effect to
observers.7 In stereoscopic techniques, however, ob-
servers see only a f ixed viewpoint and may experience
visual fatigue because of convergence–accommodation
conf lict.8

To obtain 3D images of micro-objects such as biologi-
cal specimens, confocal (laser scanning) microscopy is
widely used.1 In this technique, sharply focused light
is illuminated on a 3D specimen and ref lected light (or
f luorescent light, if the specimen is properly treated
with dye) is detected. A 2D image of a slice of the
specimen centered in the focal plane (called a section-
ing image) is obtained by scanning the specimen at that
focal plane. A stack of sectioning images (and thus
a volumetric image) is obtained by sweeping through
the specimen along the optical axis (i.e., depth) direc-
tion. To our knowledge, so far there has been no way
to form a 3D image of a micro-object with a 2D display
panel. The 3D nature of the volumetric image is vi-
sualized by use of a computer simulation, a sequential
plane-by-plane display in the time domain, or a stereo-
scopic method that can produce visual fatigue.

Fig. 1. Principle of 3D II. (a) Pickup process with a pin-
hole lens array. In the direct pickup process a lenslet ar-
ray is used for high light efficiency. A pinhole lens array
can be used when the pickup process is digitally synthe-
sized to obtain elemental images according to ray optics.
(b) Reconstruction of a 3D image with a lenslet array.
© 2004 Optical Society of America
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In our 3D display approach, II is used to form a true
3D image of a micro-object displayed in space. The
image is a uniformly magnified version of the micro-
object in both the lateral �x, y� and the longitudinal
�z� scales. The elemental images are calculated from
a volumetric image with suff icient resolution obtained
from, for example, a confocal microscope. First, we as-
sume that a sequence of images representing sections
of the 3D micro-object are positioned either in front of
or behind a hypothetical pickup pinhole lens array, as
depicted in Figs. 2(a) and 2(b). Then, considering the
sequence of sectioning images as a volumetric image
of the magnif ied micro-object, we synthesize elemental
images by simulating the direct pickup process of an II
system according to geometric optics. When the cal-
culated elemental images are displayed with a lenslet
array and a 2D display panel, observers view either
a real 3D image or a virtual 3D image in the same
way the sectioning images are positioned, as depicted
in Figs. 2(c) and 2(d). The pitch (period) of the hypo-
thetical pinhole array, denoted by p, should be equal to
the pitch of the display lenslet array. Gap distance g
should be properly selected for optimal focusing of the
displayed 3D image for a given focal length of lenslets
f . If the distance between the lenslet (or pinhole lens)
array and the center sectioning image is L, g should be
Lf��L 1 f � for virtual display and Lf��L 2 f � for real
image display according to the Gauss lens law.

The light intensity distributions of sectioning im-
ages located at z . 0 should be mapped through cor-
responding pinholes into the pickup surface, and those
at z , 0 should be mapped directly into the pickup sur-
face.6 If the light intensity distribution of the kth sec-
tioning image subtended by an angle of c for the ith
pinhole is given by VC �xi, yi,z � zk�, where subscript
C � 1 (for red), 2 (for green), and 3 (for blue), the light
intensity distribution of the corresponding pickup sur-
face SC �xi, yi,z � 2g� becomes

SC �xi, yi,2g� �
1

M�xi, yi�

NX
k�1

AC �k�VC �bkxi,bkyi,zk� ,

(1)

where xi and yi are the local coordinates for the
ith pinhole that positions at xi � yi � 0, and N
is the number of sectioning images. M�xi, yi� is a
normalization factor, which is the number of times
the pixel values are added at position �xi, yi�. AC �k�
is introduced to take into account light absorption
inside the semitransparent micro-object. Therefore
backsectioning images suffer from more absorption
than front sectioning images. The scaling factor bk
is given by 2zk�g, where the minus sign indicates
inverted image mapping through the pinhole lens.

To avoid interference between the neighboring
elemental images at the pickup surface, we set
c � 2 arctan�p�2g�. The viewing angle of the 3D
reconstructed images is also limited by c.9

To demonstrate our approach experimentally, we
used 26 color sectioning images of a grape stamen
tetrad, which is a four-cell product of meiosis in the
male reproductive structure of a grape.10 The total
depth and the lateral size of the micro-object are �18
and �40 mm, respectively. Each sectioning image
was obtained from confocal microscopy and has a
resolution of 512 3 512 pixels. A few samples are
shown in Fig. 3(a). For simplicity we assume that
there is uniform absorption inside the specimen:
AC �k� �

(
exp�2ak�, if

P3
C�1

Pk21
m�0VC �bmxi,bmyi,zm� fi 0 and k . 1

1, otherwise
, (2)
where a is a positive number. a � 0 implies a trans-
parent object and a � ` implies an opaque object.
We synthesized the elemental images for virtual
3D image display. The elemental images for a low
absorption coefficient (e.g., a � 0.05) are illustrated
in Fig. 3(b), where it is assumed that z1 � 217 mm,
Dz � zk 2 zk11 � 0.9 mm, and the size of each sec-
tioning image equals 9.2 mm. Because there are 26
sectioning images, the 3D image depth of the displayed
object is 22.5 mm. Thus the ratio of longitudinal to
lateral magnification was �5 in this experiment. In
fact, we exaggerated the image depth to emphasize
that a uniformly magnified image through the depth
direction is displayed. The display lenslet array has
53 3 53 lenslets. Each lenslet is square shaped and
has a uniform base size of 1.09 mm 3 1.09 mm, with
less than 7.6 mm separating the lenslets. The focal
length of the lenslets is approximately 3 mm, and
thus we set g � 2.6 mm. Thus the viewing angle c

Fig. 2. Computer pickup for given sectioning images and
optical 3D image reconstruction in space. The longitudi-
nal position of the pinhole array is set at z � 0. Observers
are assumed to be positioned at z . 0. (a) Pickup for real
3D image display. Locations of sectioning images along
the z axis, z1,z2, . . . , zN , are positive values. (b) Pickup
for virtual 3D image display. Locations of sectioning im-
ages along the z axis, z1, z2, . . . , zN , are negative values.
(c) Real 3D image display. (d) Virtual 3D image display.
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Fig. 3. Experimental results. (a) Sectioning images used
in the experiments. (b) Synthesized elemental images.

Fig. 4. Schematic diagram of an II projector used in the
experiment.

Fig. 5. Reconstructed 3D image displayed optically in
space. As the viewing direction changes, the perspective
varies continuously. (a) Left view. (b) Center view.
(c) Right view.

is approximately 24±. For 3D image reconstruction
as depicted in Fig. 2(d), we used an off-the-shelf
LCD projector with three LCD panels as an integral
imaging projector11,12 for 3D color image display, as
shown in Fig. 4. Each panel has 1024 3 768 square
pixels with a pixel pitch of 18 mm. Each elemental
image is represented by 60 3 60 pixels. Thus ap-
proximately 17 3 13 lenslets (or elemental images)
were used to display the sectioning images. The
optically reconstructed 3D image observed from three
different directions are shown in Fig. 5. Each image
was captured with a color CCD camera positioned at
z � 20 cm. As the observation direction changes, the
perspective of the 3D image displayed in space varies
continuously, which demonstrates the 3D nature of
the displayed image.

The resolution, view angle, and depth of focus of
3D integral images are limited.6,9,13 These limitations
can be relaxed by use of high-resolution display pan-
els and a time-multiplexing technique.9,12,14 There is
a slight color mismatch between the elemental images
shown in Fig. 3(b) and the reconstructed images shown
in Fig. 5. This mismatch can be improved if we use a
LCD projector and a CCD camera that can represent
color more accurately. Application of our approach is
not limited to microscopy. Sectioning images of other
objects, for example, a volumetric image of the human
body obtained from magnetic resonance imaging, can
also be used to form and optically display a true 3D
image in space.

In conclusion, we have presented a new 3D optical
display method, in which sectioning images of confocal
microscopy are used. Our experiment shows that uni-
formly magnified true 3D images of micro-objects can
be optically displayed in space using II. Our method
can assist physicians, biologists, scientists, and engi-
neers in perceiving the 3D structure of micro-objects
more vividly and accurately.
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